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Overview of Sources of Big (Crisis) Data
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Satellite Imagery: Satellites, and to a lesser extent unmanned aerial vehicles (UAV) (e.g.,
drones), produce day-time imagery, radar measures, or nocturnal light images within more or
less regular time intervals and with different granularity. In a humanitarian context, the granu-
larity of images from older satellites is sufficient to analyse night-time lightning, whilst modern
satellites can produce images with high resolution that allow identifying even small structures,
like, e.g., tents, debris, or groups of people. The movement of people on the ground can, in
some cases, be assessed by a rapid sequence of images taken by the satellite.

Cloudiness can impact day-time and night-time satellite imagery and create gaps in the data
when it persists over extended periods. also, satellites will not cover all areas of the globe at
the same frequency, which means that data on certain areas will be sparse. Radar imagery is
not affected by clouds, as are UAVs which, on the other hand, only have a limited range.

Programmes such as Global Pulse’s PulseSatellite programme in collaboration with UNOSAT or
the Joint Research Center of the European Commission’s GHSL programme, or NASA provide
satellite imagery for humanitarian work. Otherwise, low resolution satellite imagery is freely
available from Landsat or Copernicus, whilst high resolution satellite imagery is available from
commercial providers, e.g., Digital Globe, Airbus, or Planet.

News Articles and Blogs: News articles from all major news agencies and blog posts are
daily collected and categorised through detailed event keys in databases. The currently biggest
databases are EventRegistry, GDELT, which is publicly available, and ICEWS, with only lim-
ited access. Further smaller projects include, e.g., Georgetown University’s EOS News Article
Archive or GTD the Global Terrorism Database provided by the University of Maryland.

Social Networks: Social network sites like Facebook, Instagram, Twitter, or Tumblr provide
a constant flow of user-generated content, e.g., posts, pictures, microblogs. Some providers
allow to geotag the content, which enables the analyst to connect user-generated content to
geographical areas; however, studies show that geotagging accuracy is limited and often de-
activated on purpose. Most social media sites allow limited access to their data via a public
API (see table 1 in the appendix for an overview). However, the largest (in terms of number
of users) social network site Facebook only offers pre-processed, aggregated user data via
their advertising platform or Facebook Connect, which both aggregate Facebook’s user data to
demographic indicators, e.g., users’ ex-pat status. Facebook’s ’Data for Good’ initiative offers
several pre-processed products for humanitarian organisations on the basis of bilateral access
agreements. Also, Twitter signed an agreement with UN Global Pulse which gives access to
the Decahose and allowed UN Global Pulse to build the AI text processing tool Qatalog.

Call Detail Records: Call detail records (CDR) are user data collected for billing purposes by
carrier networks. Every time a user calls, texts, or accesses the internet through her phone, the
cell phone connects to a cell tower which allows approximating the user’s location. Location
tracking through CDRs is one of the most accurate methods to track population movements.
However, the data are proprietary to the carrier network and cannot be publicly accessed. An-
alysts can access CDRs from a limited number of networks through Flowminder.
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IP-addresses: Websites that require regular log-ins, e.g., websites of e-mail providers, store
the user’s IP-addresses. As these IP-addresses are connected to a user account, the user’s
movements can be tracked through the changes in IP-addresses from multiple log-ins. The data
are proprietary to the service provider and cannot be publicly accessed.

Search Histories: Google Trends allows extracting aggregated search histories filtered by key-
word and user’s IP-address location. The keyword searches are indexed on a 0 to 100 scale,
which is the relative share of the keyword search given all inquiries within a given region and time
frame. The indexed keyword searches enable the analyst to generate standardised time series
which reflect the popularity of a specific keyword over time. The data are publicly available.

Other sources: Other Big Data sources that have potential interest in the prediction of forced
displacement are data that are regularly posted online, e.g., climatic and weather data, price
data from commodity exchanges, or price data from local food markets published by the FAO,
national governments, or NGOs. A further potential source of Big (Crisis) Data are crowd-
sourced crisis maps, e.g., Ushahidi, HOTOSM, or Liveuamap.
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Introduction

The recent Global Compact for Refugees has acknowledged that the increasing number of forcibly
displaced persons and the difficulty to predict mass-movements of people have created an urgent
need for data-driven early warning systems that allow governments and humanitarian organisations
to use their limited resources most efficiently [1, 2]. Efforts to install early warning systems have led to
advances in predicting and forecasting global migration flows; however, forced displacement remains
the most elusive and challenging migration form to predict [3, 2, 4].

People base their decision to migrate on a complex set of different factors. However, in addition to the
complexity of the individual decision-making process, predicting forced displacement flows is further
complicated by the necessity to early detect or predict trigger events. Trigger events, which are often
the last link in a long chain of other events that tilt the individual’s decision towards flight, often happen
randomly and abruptly [5]. Both processes are difficult to model in and by themselves. However, the
lack of timely and accurate data at the micro-, meso-, and macro-level further aggravates this problem.
Data needed to model these processes are often either unavailable (micro-level) or outdated (meso-
and macro-level).

Furthermore, whilst existing refugee flows between countries often are self-perpetuating and can be
predicted based on historical data, refugee flows from new events pose a challenge because (i) the
event might no yet be known to the modeler; (ii) the effect of a new event on future refugee flows is
unknown; (iii) no historical data from a recent event exist, and it is uncertain to which degree historical
data from other events are applicable to predict refugee flows from the new event. The prediction of
forced displacement flows requires, therefore, first and foremost, a thorough understanding of the
mechanisms of forced displacement. In particular:

1. The factors that lead to an event that potentially can trigger forced displacement.

2. The characteristics of an event that have the potency to create sizable forced displacement.

3. The factors that impact the magnitude, demographic, and direction of forced displacement.

Furthermore, a reliable prediction of forced displacement flows requires timely data, preferably at the
micro-, meso- and macro level. Novel data sources, like Big (Crisis) Data, can provide such timely
data and supplement or substitute more traditional data sources [1, 2].

Big (Crisis) Data1 is an umbrella term for data sources characterised by volume, velocity, and variety,
such as satellite imagery, data from social network sites, or exhaust data such as call detail records
(CDR), data from search engines, or log-ins [1]. Data sources from various digital devices create
an amount of data estimated to have surpassed 2.5 quintillion bytes per day. “According to Statista

1We refer to the term Big (Crisis) Data as the subset of Big Data sources that have been applied in the humanitarian
work.
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(2018), social networks users in the world were 2.46 billion in 2017. According to Internet World Stats
(2018), at the beginning of the year 2018, the Internet penetration rate ranged from 95.0% in North
America and 85.7% in the European Union to 48.1% in Asia and 35.2% in Africa.” [6] However, Big

(Crisis) Data’s vastness and high granularity are both a boon and a bane. On the one hand, these
data allow timely access to information unavailable through traditional data survey methods. On the
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other hand, the same vastness means that searching for valuable and applicable information can
resemble a search for a needle in a haystack [7].

To assess the information in Big (Crisis) Data that is valuable for predictive models of forced dis-
placement, we evaluate each data source by using three criteria: (A)ccuracy, (B)ias, and (S)calability
(ABS).

• Accuracy: Big Data generally suffer from a low signal-to-noise ratio [8, 3]. Especially content
from social network sites is prone to contain false, misleading, or irrelevant information: bots
with sales ads that use trending hashtags to gain traction and actors with political agendas or
trolls who post deceptive or false information all contribute to to the noise on social network
sites. Likewise, satellite images require intensive training of advanced deep learning algorithms
to extract usable information from pixels, and advanced natural language processing algorithms
are needed to extract relevant information from text sources in various languages and dialects
which often contain spelling and grammatical errors.
In short, the effort of filtering the signal from the noise can, in some instances, become sub-
stantial and can thereby impact the scalability of the data source.

• Bias: To produce user-generated content, exhaust data on the internet or CDRs requires some
form of access to electronic devices. However, although the global penetration rate for cell
phones and the internet increases every year, it hasn’t reached full saturation yet. Studies
have shown that this lack in saturation is not equally distributed across all demographics but
leads to a user demographic that is more Western, more urban, more educated, and more male
[8, 9, 10]. Although cell phone penetration rates at the household level are high in developing
countries, male household members have immediate access to the device and often exclude
women and minors. Younger and less educated people prefer communication channels with
direct communication, like Instagram, Pinterest, and Facebook, whilst Twitter and LinkedIn are
preferred for more professional messages or social and political activism [6].
These factors create an inherent bias in many Big Data sources, which is difficult to correct,
as detailed demographics of user groups are often unavailable or are inferred by the platform
using unreliable imputation methods [3, 11].2

• Scalability: The aim to use Big Data in analyses with a broad context (ideally a global context)
requires easy scalability of the data source. However, propriety rights often inhibit the scalability
of a data source. CDRs, for example, are owned by the carrier network and require bilateral
agreements between the carrier network and the analyst to become accessible to the latter. The
need for multiple bilateral contracts due to various carrier networks within and across countries
challenges CDR usage in studies with an international focus. Furthermore, setting up these
agreements takes considerable time and resources, and CDR are therefore most accessible if

2We want to stress the point that bias is not a problem limited to Big Data sources. Traditional data sources often
produce their own biases, e.g., if certain populations cannot be accessed due to topological factors or due to conflict.
Rather it is important to be aware of each data source’s potential bias, and Big Data sources are no exception here.

8 UNHCR



pre-crisis agreements already exist. Likewise, content from social network providers like Face-
book, who do not provide real-time access to their data, can compromise the timeliness and
flexibility of the data source.

In the following sections, we will evaluate different sources of Big (Crisis) data within the context of
a ‘system of forced displacement ’ and by using the ‘ABS’ criteria. Based on these three criteria, we
will discuss the advantages and disadvantages of different Big Data sources within various contexts
and give suggestions for their usage.

The system of forced displacement

Forced displacement is often the culmination of a long chain of deteriorating circumstances and im-
pacted by a network of multiple factors at the macro-, meso-, and micro level [5, 3, 2]. Studies have
shown that the most potent factor in forced displacement is violence [5, 12]. However, it is not neces-
sarily the objective intensity of violence that impacts migration, but the perceived threat of the violent
events3 to the individual’s integrity [13]. Hence, events that appear similar in their intensity can result
in refugee flows of vastly different magnitudes and characteristics [3, 2]. In some cases, violent con-
flicts trigger only small refugee flows, whilst under other circumstances, a minor incident can provoke
a massive reaction. These findings indicate that additional factors–beyond the presence of violent
events–influence the impact of violence on forced displacement. Many of these factors interact with
other factors non-linearly or through inter temporal feedback loops [3, 4], which adds to the intricate
nature of a forced displacement system, see Figure 2. The forced displacement system in itself does
not predict forced displacement flows; however, it can contribute to formulating a coherent modeling
framework [14].

Factors at the macro-level

Factors at the macro-level often form an event chain that culminates in a trigger event which is usually
the final straw in a long series of threats to the individual. The literature distinguishes between three
interlinked event types: root causes, proximate causes, and trigger events (see Figure 1).

Root causes can start many years before the trigger event occurs and usually form the basis for sub-
sequent event types. Root causes are slow-moving deteriorating processes such as long-term envi-
ronmental degradation, economic and institutional set-ups that lead to widespread impoverishment,
or demographic developments that increasingly put pressure on a country’s resources [5, 10, 15].

3An event constitute a change in an individual’s environment which the individual perceives as threatening to her
integrity. Events do not necessarily need to be violent, but can, e.g., be economic threats, threats to the individual’s food
security or health.
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Figure 1: Event chain (source: [5], display UNHCR)

Unattended root causes are often a prerequisite for proximate causes, whose impact on the individual
usually is more immediate. Proximate causes include minor events such as political upheaval, ethical
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conflicts, protests, human rights violations, and more severe events such as acute environmental
problems like droughts, armed conflicts, and invasions by other countries or war. Proximate events
are the precondition for more acute trigger events [5, 10].

Trigger events happen immediately before migration, usually within a time frame of 1-2 days before a
migration occurs, and are events that the individual perceives as threatening to their integrity [16, 10].
Trigger events can be sudden natural disasters or violence happening in immediate proximity to the
individual. Less dramatic events can also classify as trigger events when they push the individual over
the threshold towards migration. Some authors distinguish between soft and hard trigger events. Soft
trigger events are more slow-moving and leave the individual time to plan the migration process, whilst
hard trigger events constitute an imminent threat and leave no time for planning [14]. The soft type’s
forced migration is to a higher degree characterised through self-selection and stable long-term trends
in forced migration, whilst hard triggers often leave affected individuals with no choice but to flee [14].

The randomness and suddenness of most trigger events make them particularly hard to predict [17,
14]. Additionally, the threshold for what constitutes a trigger event for a specific individual depends
on other factors at the micro- and meso-level (see Figure 2), and hence, can vary over time. This
means, that there is a smooth transition between more voluntary migration induced by soft trigger
events and forced displacement induced by hard trigger events.

Factors at the meso-level

Factors at the meso-level are called intermediate factors. Intermediate factors comprise all broader
aspects that impact an individual’s ability to migrate. As such, they often are crucial in determining if,
when, and where an individual will flee [5, 10].

Intermediate factors comprise factors that determine the distance between the country of origin and a
potential host country measured in the physical and timely distance (determined by geography, topol-
ogy, and transport infrastructure), security distance (determined by the security of the flight corridor),
legal distance (defined by the laws of the host country and potential border closures along the way),
as well as cultural and language distance [5].

A further aspect is the influence of earlier migration waves on the factors in the forced displacement
system, such as the availability of humanitarian help in a potential host country, a network within an
existing diaspora in the likely host country, and available information on flight routes and corridors
from earlier migrants.

UNHCR 11



Root Causes

Proximate 
Causes

Trigger 
Events

Hard

Push Factors

Yes

Pull Factors

Decision 
to flee

Humanitarian 
help 

available

Network to 
help

Knowledge 
of route

Forced 
Displaced 

Earlier

Intermediate 
Factors

Individual 
Characteristics

Soft

Event 
Perception

Physical 
Barriers

Legal 
Barriers

Cultural 
Barriers

Conflict 
Barriers

Demographics

Recource 
Endowment 

and Type

Risk behaviour

Figure 2: System of forced displacement (source: UNHCR)

Factors at the micro-level

Factors at the micro-level comprise all individual and household characteristics. Relevant variables
include the household demographics and the amount and type of assets the individual or household
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possesses [3, 2]. Assets that are transportable or easily liquidated can facilitate migration and in-
crease the number of potential host countries that are reachable. Immovable assets, which are not
easily liquidated, like land or farm buildings, and which stand at risk to be lost, can negatively impact
the individual’s or household’s decision to leave [5].

Furthermore, as mentioned above, the threshold that constitutes which events will classify as trigger
events will depend on an individual’s risk assessment and risk behaviour. Both alternatives, remain-
ing and leaving, are risky options with uncertain outcomes for the individual. Still, each person will
assess these risks and consequences differently based on their preferences and the available infor-
mation on both options. As the available data will change with time, e.g., because of an increasing
number of people who have already left or because flight corridors open up or close, the threshold
that constitutes a trigger event will be under constant flux. Inter-temporal feedback loops from earlier
migration flows towards root- and proximate causes, or towards other intermediate factors, as well
as household demographics and resource endowments, can further shift the threshold level in a way
that increases or reduces an individual’s likelihood to flee [18, 4].

Evaluation of Big (Crisis) Data sources

The introduction lists the three research questions that need answering to assess the mechanisms
of forced displacement properly, and hence, to generate reliable predictions on refugee flows:

1. Which are the factors that lead to an event that can trigger forced displacement ?

2. Which are characteristics of an event that has the potency to create sizable forced displacement
and under which circumstances does a specific event lead to forced displacement ?

3. Which are the factors that impact the magnitude, demographic, and direction of forced displace-
ment ? 4

The forced displacement system outlined in Figure 2 shows that these questions are interconnected
and cannot be answered in isolation. Whilst traditional data sources cover some of the aspects of the
forced displacement system, there remains a gap regarding other essential elements. In the following
three sections, we will look at novel data sources to fill this gap. For each of the three research
questions, we will evaluate the data source using the ‘ABS’ criteria and briefly discuss research studies
that have applied the data source in a similar context.

It should be mentioned that we didn’t find a single study that applied these novel data sources in a
broader geographical context. Rather studies mainly used Big (Crisis) Data sources in manageable

4From an applied perspective questions two and three can be modeled together, however, as the factors that determine
these two questions differ, we treat them as separated questions here.
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case studies. Therefore, assessing the scalability of the discussed data sources is entirely based on
the authors’ judgment.

Event detection

As discussed in the previous section, trigger events are the last link in a long chain of other events
which force individuals to migrate. Whilst the slow-moving root causes and on-going proximate
causes can be covered through conventional statistics, e.g., the World Bank’s economic indicators,
NOAA’s CDO database, or ACLED’s or the university of Uppsala’s conflict database, finding data
on new proximate causes and fast-moving and often regionally focused potential trigger events can
be challenging and will not always be possible. Furthermore, under some circumstances, predicting
events will be of more interest than data on the event itself. In this case, the focus shifts to early
indicators of possible (trigger) events.

Relevant sources of Big (Crisis) Data

Fine-resolution and nocturnal lights satellite imagery Fine-resolution satellite imagery (e.g.,
WorldView, Pleaides, IKONOS, GEO, and QuickBird) has the potential to detect detailed signs of
conflict and violence, e.g., fires, destroyed buildings, or debris [19, 20, 21]. The images are either
evaluated by manually identifying objects of interest or by automated detection. In the latter case,
supervised or unsupervised classification methods are trained to detect objects of interest. Super-
vised classification methods usually generate more accurate results, but require training data from
a considerable portion of the area to work correctly. Another method available for fine-resolution
satellite imagery is object-oriented identification which classifies objects by their shape and size, this
approach is especially useful to detect buildings and other structures with high accuracy [20].

The caveat, though, is that fine-resolution satellite imagery is not taken at a global scale every day,
and hence, might miss out on many smaller events. Particularly events that happen in rural areas
and far from already ongoing conflicts. Another drawback is that automated detection requires the
training of multiple classifiers as study areas differ too much in terms of vegetation, soil, and structure
types to be covered by a general set of rules [20]. These two points can potentially produce bias in
the data and limit the scalability of this solution (e.g., see Omdena project).

Levin et al. [22] use remote-sensing nocturnal lights images to track conflict areas in real-time dur-
ing the Arab spring. Their data show that a significant reduction in the intensity of nocturnal lights
positively correlates with conflict events on the ground. Li et al. [23, 24] show that conflict areas
in Syria experience significant reductions in the intensity of night-time lights, whilst relatively more
peaceful areas like Damascus and Quneitra only experience minor decreases. Shortland et al. [25]
find comparable results for Somalia and Barthi et al. [26] for the 2010 humanitarian crisis in Côte
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d’Ivoire.

Other studies show that less intensive nocturnal lightning correlates with the poverty of an area and
can be a helpful predictor for future conflicts [20], e.g., a Global Pulse project conducted in Sudan
investigates the correlation between nocturnal lights and poverty rates (link and link). Coscieme et
al. [27] use this fact to create a potential-conflict-index based on the disparity in nocturnal lights be-
tween countries and regions. The idea is to identify particularly resource poor regions in comparison
to the overall prosperity level of the region, as poverty and income disparity are prominent triggers of
conflict.

The advantage of nocturnal lights imagery over fine-resolution satellite imagery is that no modern
high-resolution satellites are needed to take these images [28]. Nocturnal lights images have been
around since the beginning of the 90s, and they can cover more significant areas due to their lower
granularity [26]. Furthermore, the automated extraction of information from nocturnal light images
is a less complicated task. On the flip side, though, nocturnal lights imagery provides no detailed
information on the type of the event and is only an indirect–and thereby potentially faulty–measure
of conflict. Conflicts in very poor areas, where nocturnal lights intensities are generally low, might
therefore go unnoticed.

News media The application of news media (both written and spoken) at this stage is twofold.
Analysts can use news media and blog posts to detect events that already took place or they can use
them to detect early warning indicators to predict future events.

Projects that daily collect large quantities of media in multiple languages are, e.g., EventRegistry, the
GDELT project, ICEWS, the Expandable Open Source database (EOS), the Europe Media Monitor
(EMM) project, and to a lesser extent, the Global Terrorist Database. News articles get collected
from multiple news outlets in various languages and categorised into event keys, e.g., both GDELT
and ICEWS use the CAMEO coding scheme to classify articles [29]. The content on GDELT, for
example, is refreshed every 15 minutes, and GDELT could therefore potentially be used as a real-
time event tracker [4]. Additionally, Global Pulse has experimented with event extraction from local
radio channels (link, link)

Event data from news media outlets have the advantage that they are vetted before publication by
the press agency. Although news articles can and often do contain erroneous information, news
article databases allow cross-checking facts on an event through multiple reports from multiple press
agencies. Although the vetting process might slightly reduce the timeliness of the information, this
process guarantees a higher accuracy of the data than what can be achieved through, e.g., social
media, both concerning the details of the event and with regard to its localisation [30].

Additionally, no bias in the data is created because of access restrictions to electronic devices or
access to social media and other websites, but bias might arise from journalists’ ability to access
a specific area, either physically or through local contacts. Furthermore, news cycles steer what is
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published, and smaller events can quickly be overshadowed by more dominant news stories, thereby
creating a bias in the data. Analysts have used different approaches to counter this bias. Melachrinos
et al. [31], e.g., only count an event mentioned in the news once to avoid bias due to over-or under
representation in the media. However, it should be noted that de-duplication can pose a challenge
as it requires the identification of duplicate articles, which isn’t always straightforward.

In terms of the scalability of this data source, it is uncertain to which extent news in various languages
constitutes a barrier to a broader application. Even if many news outlets are available in English,
Spanish, or French, smaller events might only be reported in the local language and restricting the
search to the three languages mentioned above risks introducing a bias in the data. Another challenge
in a broader application of news databases are unspecified names of localities, e.g., the mentioning
of Berlin can both refer to the capital of Germany, Berlin in New Hampshire, USA, Berlin, Russia,
Berlin, South Africa, or potentially Berĺın in El Salvador. Likewise, location names like the Iranian
village And can create huge challenges for automated language processing [32]. Contrary to social
media posts, that can be geo-tagged, news articles only contain location names, which–given the
above examples–can make geo-placement difficult.

Finally, a further challenge is to derive a set of relevant seed words which is general enough for a
broad application but specific enough to pick up all relevant events. E.g., Melachrinos et al. [31] use
240 different event types from the GDELT database to generate a push-factor-index for each country
in their data set.

Data from news media are a popular source for early event detection in predictive models of forced
displacement. Martin and Singh [3, 33] use event data from the EOS database to predict movements
of IDPs and refugees in and from Syria and Iraq. Levin et al. [22] use event data on violence from
the GDELT database as a proxy for the number of dead in their study of the Arab spring. Hocket et
al. [34] collect 1.4 million English language news articles from the EOS database between January
and December 2016 to predict mass movements in Iraq.

Abrishamkar et al. [12] and Agrawal [30] use news article databases to develop early event detection
systems as a primary data source of early warning systems of mass-migration. Both studies find high
correlations between early event detection from news articles and violence on the ground. [12] find
that the inclusion of early event detection significantly improves the accuracy of prediction models of
forced displacement.

Social media Social media sites like Facebook, Twitter, and Instagram generate vast amounts of
user-generated content every day. Although data from social media sites have one of the lowest
signal-to-noise ratios of all data sources discussed here [8], the micro-level data allows for a wide
array of application areas. Within the area of event detection, analysts can use data from social
media sites in two ways: (i) for early event detection and event prediction and (ii) as an indicator for
ongoing conflict on the ground in the likeness with remote-sensing data of nocturnal lights.
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Because of the easy and free accessibility of its user data, Twitter has become the most popular
social media site for event detection [35]. Although Twitter only gives free access to a representative
sample of 1% of all tweets, the constant stream of data allows analyses in almost real-time [6]. Twitter
also offers a for-pay service that gives access to all tweets; however, the amount of data streamed
through this service requires advanced server capacities. Investigation of the data from the Twitter
API show, though, that unless the data are to be used for network analyses, they are a representative
sample of the entire population of tweets.

Event detection through tweets and other social media is tricky. Wei [36], e.g., combines data from the
GDELT database with data from Twitter to develop an algorithm for early event detection, but notes
that the extraction of events from the Twitter API causes challenges due to the heterogeneity of the
data. Although events that involve social unrest often use social media as a planning platform [37],
the extreme noisiness of the data causes a challenge for natural language processing [36]. Tweets
are heterogeneous in length and structure, contain abbreviations, misspellings, links, emojis, and
different languages and dialects. Additionally, many tweets include pictures and videos with relevant
content, which require other automated algorithms than NLP [35].

It is unclear to which degree the effort of extracting information from Tweets impairs the scalability of
the data source. Although the complexity due to an increasing number of languages increases with
the scope of the study, other aspects in the heterogeneity of Tweets apply equally in small as well as
in large samples. However, a more severe issue is the accuracy of the information. Tweets are raw
user content and, unlike news articles, are not vetted by journalists. The analyst must therefore vet
the content, a resource-intensive process [7, 35, 30].

Furthermore, although event detection on social media sites is less prone to accessibility bias, as it
is sufficient that one person reports on the event, the different penetration rates of social media sites
still bear the risk of neglecting the needs of the ‘invisible’ groups [9, 11].

The usage of social media as a conflict indicator in the academic literature is less common. Levin et
al. [22] use geotagged Flickr photographs as a proxy for the spread and the intensity of conflicts during
the Arab spring. Flickr is a popular sharing platform of photographs for, e.g., holiday pictures, and
the authors observe a significant decline in posted photos from areas with violent conflict incidents.
In another application, Meier [7] reports a significant reduction in tweeting after an area in upstate
New York was hit by a tornado. Mapping out the decline in Tweets matches nearly perfectly with the
areas that have been hardest hit by the storm. However, like with nocturnal light imagery, this method
requires a high pre-crisis penetration of the media in an area to work properly.

Opportunities for implementing Big Data sources

Real-time event detection or prediction has shown to lead to greater accuracy in the prediction of
forced displacement. After screening the literature, the most promising, in terms of accessibility and
robustness, Big (Crisis) Data sources at this stage seem to be nocturnal lights imagery and news
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article databases. Whilst both data sources could be used for the early detection of existing events,
data from news article databases could additionally be used to try to build prediction models for future
events.

Nexus between events and forced displacement

The question of the characteristics of and circumstances under which events lead to sizable forced
displacement is closely interconnected with the previous and the following research question. Iden-
tifying the relevant factors through a classification model allows (i) a more targeted search for, and
potentially prediction of, relevant events, and (ii) more targeted modeling of prediction models for the
magnitude, demographic, and direction of forced displacement. According to the system of forced
displacement, as outlined in Figure 2, both factors at the macro-level, meso-level, and micro-level5
play in at this stage.

Event characteristics can be derived from either traditional data sources, e.g., ACLED, or from data
sources described in the previous section. Likewise, data from variables at the meso- and micro-
level can, to a large extent, be derived from traditional data sources. However, Big (Crisis) Data can
supplement with valuable and timely information at this stage, that otherwise wouldn’t be accessible.
Data sources that track and reflect the decision to migrate, as well as the planning process before
migration, can add further information to traditional data sources. E.g., data from internet searches
or social media sites that inquire about flight routes or host countries or sentiment analyses on social
media that reflect how threatened individuals feel by the event.6

Relevant sources of Big (Crisis) Data

Internet searches Google Trends tracks its user’s search queries and IP-addresses and calculates
aggregated trends for searched keywords based on the location information of the IP-address. These
trend data are frequently used in migration studies to assess the intention of potential migrants to
leave, as well as the host countries migrants are interested in. In this way, analysts gain insights into
individuals’ planning processes before the migration [4].

Data from Google Trends is free and easily accessible [38]. Additional to Google Trends, Google
also offers Google Correlate, which is a tool that allows finding keywords that are frequently searched
together. The easy access has made Google Trends a popular tool in migration studies. Wladyka [39]
uses search data from Google Trends to assess South Americans’ migration intentions to Spain. He
finds a moderate to strong co-integration between lagged search queries and real migration numbers

5Factors at the micro-level should not be confused with micro-level data. These can still be measured at the macro-
level, e.g., through demographic data, size of the agricultural sector, etc.

6Unfortunately, we found no applied study that explored social media sites to collect such information.
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from Argentina, Colombia, and Peru to Spain. Connor [40] uses Google Trends data to forecast
migration from Syria and Iraq to Europe. A Global Pulse project in collaboration with UNFPA uses
Google Trends and Google Correlate to predict migration to Australia [41], and Wanner [42] uses
Google Trends to predict migration to Switzerland from four other European countries; however, with
mixed results.

Although Google Trends is a popular and easy to use Big Data source that can easily be scaled up
for broader analyses, it has some limitations when applied in the context of forced displacement.
First, many displaced people neither have the time nor the resources to conduct detailed searches
on the internet for a potential host country. [40] states that the migration population that is captured
through Google Trends usually has high internet penetration rates and usually face few barriers on
their migration route. These findings indicate a bias in the data towards a more affluent migration
population.

Secondly, a further challenge is to isolate the target population in the trend data to generate trends with
high accuracy. For example, a study detected sudden spikes in Nigerian search queries on Italy. A
closer examination showed that these searches were not based on migration intentions but reflected a
temporarily heightened interest in the Italian football league [40]. Therefore, to accommodate the need
to isolate target populations, the analyst must find relevant keywords in preferably multiple languages.
Like the seed words in an article search, these keywords must be general enough to cover broader
analyses, whilst specific enough to capture more local trends [40].

Opportunities for implementing Big Data sources

Data from Google Trends and Google Correlate are an easy to use and easy to up-scale Big (Crisis)
Data source and as such could be included as a further feature in prediction models of forced dis-
placement flows. The biggest weakness of Google Trends data is bias due to limited access to the
internet. However, data on internet penetration rates, which could be used to identify and possibly
correct biases, are more readily available than user data for specific social media sites.

Magnitude, demographic, and direction of forced displacement flows

The last research question focuses on the quantitative aspects of forced displacement, how many
people of which demographic will migrate to which host country. Big (Crisis) Data offers many po-
tential data sources to capture movements and hidden populations in host countries. Fine-resolution
satellite imagery, geotagged social media posts, and call data records are among the most prominent
examples of Big (Crisis) Data at this stage.
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Relevant sources of Big (Crisis) Data

Fine-resolution satellite imagery and radar imagery The field of remote-sensing technology as
well as automated object identification from pixels has experienced rapid technological advancement
since the early 2000s [20, 21]. Modern fine-resolution satellite imagery and radar imagery are now
able to identify even small building structures, such as tents or other intermediate covers. Fine-
resolution satellite imagery additionally can identify the movement of people through a rapid sequence
of images from an area [7].

Detecting these structures helps to identify both IDP and refugee populations even in remote areas
and in informal settlements [19]. According to Curry et al. [10], the last two decades have shown an
increasing trend of refugees to settle outside of refugee camps in self-settled camps or at the outskirts
of urban areas. Remote sensing technology (passive and active)7 is regularly applied to detect these
informal camps, as well as intermediate camps erected along flight routes and developments of exist-
ing refugee camps. The goal of these remote-sensing studies is to derive population size estimates,
track population movements, and conduct damage assessments. In 2009 UNOSAT conducted map-
ping activities on newly erected IDP structures in Sri Lanka (link). Lang et al. [43] successfully used
a time-series of QuickBird images to map the evolution in population size of the Zam Zam IDP camp
in Northern Darfur between 2002 and 2008.

Although the majority of remote-sensing studies on humanitarian crises use passive remote-sensing
technologies due to an abundance of commercial suppliers of fine-resolution imagery (e.g., Quick-
Bird), attention has slowly shifted to active remote-sensing technologies as these–contrary to the
former–are not disturbed by cloudiness or air pollution [20, 44]. Data gaps due to cloudiness and
air pollution are the biggest disturbance in remote-sensing data and can often impact a timely crisis
response [44], e.g., during a humanitarian crisis in Indonesia caused by a major earthquake, satel-
lite imagery could not be obtained for more than 14 days due to cloudiness, instead, humanitarian
organisations had to employ UAVs to get an overview of the damage [7].

Camp detection, population size estimation, and eventually even population movement detection
through remote-sensing technologies is a promising and growing source of Big (Crisis) Data. How-
ever, as discussed in section , fine-resolution imagery can potentially create biased data in broader
analyses, as areas are covered unequally. Data gaps due to cloudiness are another problem, which
potentially could be overcome through active remote-sensing technologies. The biggest caveat,
though, remains the technical challenge to extract information from pixels. Unless abundant re-
sources, both with regards to the costs of acquisition and the necessary hardware, skill sets, and
manpower, are available, the complexity of automated deep learning algorithms restricts the applica-
tion of this technology to smaller and more targeted application areas. However, it is expected that
this technology will become more accessible over time.

7Passive remote sensing technology uses the solar radiation reflected from the earth’s surface, whilst active remote
sensing technology uses radar and sends pulses to the surface and detects the returned signal [20].
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Geo-referenced social media posts and micro-blogs Geo-referenced social media posts, par-
ticularly geotagged Tweets, have been a popular source to track forced displacement streams.8 The
idea is to use forced displaced person’s activities on social media as a tracking device for their move-
ments or new place of residence [11]. For example, a study on Eritrean asylum seekers in Europe
found that social media was a significant source of information for Eritreans while on route [10].

However, as previously discussed, the unequal penetration rate of social media sites like Facebook
and Twitter causes their data to be biased and render some demographics invisible [8, 9, 10, 11].
Relying on geotagged posts further aggravates this problem. For example, only around 3% of all
Tweets are geotagged [35, 6]. Tweets provide, among other data on the user, information on the lo-
cation from which the user usually sends their tweets, the user’s nationality, birthplace, and residence
place, and the user’s language chosen when generating their account. Most notably, if geotagging is
not disabled, the current location of the user can be computed from the coordinates from which the
tweet was sent [6]. In combination with the time-stamp of the Tweet, this theoretically enables the
analyst to track the user’s movements [11]. However, many refugees disable geotagging out of fear
to be prosecuted by public authorities or captured by smugglers and prefer encrypted communication
channels or private communication channels like WhatsApp [45, 46].

Hence, the main difficulty is identifying the target population in the tweet stream. Studies based on
social media data report mixed results in this respect. Using Twitter data, Wong et al. [47] try to solve
the problem of identifying refugee populations in tweets by training a Random Forrest classifier on
several features to identify original tweets from Syrian refugees. Their findings show that 81% of the
users are accurately classified as Syrian refugees. Petutschnig et al. [48] test semantic, spatial, and
temporal features of Twitter data to track refugee movements. They find that tempo-spatial factors
closely follow changes in refugee movements, whilst language features of tweets have no predictive
quality. Hausman et al. [49] use geotagged tweets or self-reported location data from Twitter users
to estimate the number of Venezuelans who immigrated from their country in a given year. They can
show that the immigration flow from Venezuela can be approximated from the data available through
the Twitter API.

However, although these findings look promising, it is unclear whether the data always originates from
refugees themselves. Using geotagged Instagram posts with the hashtag ‘#refugees’ from along the
Turkish-European flight corridor to track Syrian refugees, Mahoney et al. [45] find that the majority
of the identified posts do not originate from Syrian refugees, but from European citizens living along
the route or journalists who report on refugee streams. Armstrong et al. [46] confirm this finding.
Collecting geo-located tweets from Twitter users during the period July 2012 to June 2015 to derive
their travel history, they find only a few accounts from true migrants. The overwhelming majority of
geotagged tweets originates from frequent business, leisure travelers, or transnational people. [46]
show that on closer inspection, automatic classification of Twitter users as migrants based on features
derived from their tweets leads to 80% false-positives, which lets them conclude that Twitter data is

8Twitter’s free API allows access to 1% of the Twitter stream. Access to a larger life-stream of around 10% of all tweets
(‘Decahose’) costs around $11,000 per month [9, 6]. Social media sites like Facebook and LinkedIn give no access to
their raw data other than through collaborative ad-hoc agreements that involve their respective research teams [9].
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too noisy to identify migrant populations accurately.

These mixed results might reflect the novelty of the methodology and data source in the context of
(forced) migration. However, even if forcibly displaced people are under-represented in the geotagged
data, the information from third parties, like witnesses or journalists, closely following the refugee
stream might still prove a valuable source of information.

IP adresses from log-ins Repeated log-ins into websites, e.g., e-mail accounts, allow the site to
store the IP-address from each log-in and to connect it to the user account. As IP-addresses contain
location information with high granularity, permanent changes in the location of the most frequently
used IP-address can be a potential proxy for migration. Changes in IP addresses also allow tracking
the user’s movements over time, e.g., over more extended traveling periods or during a flight.

Studies using log-in information to track migration have used data from Skype [11] and Yahoo! e-mail
[50, 51] The data source is easily scaleable as many of these services operate worldwide. State
et al. [51], for example, conduct their analysis on data from more than 100 million Yahoo! globally
distributed users. Furthermore, many accounts contain further demographic data, such as age and
gender, and thereby provide more detailed information on the individual than many other Big (Crisis)
Data sources, e.g., call detail records [50].

Log-in data are proprietary to the service provider and not publicly available. However, contrary to call
detail records, many service providers operate on an international scale, which reduces the number
of required agreements to access the data.

Like every other Big (Crisis) data source that uses exhaust data, log-in data have a problem with
penetration bias. Although the penetration rate of the internet is higher than those of social media,
there is still a considerable share of the global population that has no access to it. However, the
fact that log-in data often includes some basic demographics means that the analyst can correct this
bias to some degree. Finally, unless a user uses VPN, IP-addresses contain highly accurate location
information.

Call Detail Records Carrier networks collect call detail records for billing purposes. Every time a
cell phone user calls, texts, or logs into the internet, the cell phone’s connection to ideally the nearest
cell tower is registered with a timestamp, the user’s phone number, and the id of the cell tower [52]. As
the locations of cell towers are known, the analyst can then approximate the customer’s location from
these data. Regular contacts to cell towers and high penetration rates of cell phones, makes call detail
records an accurate data source for population movements on a temporal and spatial scale [9, 53].
If the data are accessible, the tracking of population movements can happen almost in real-time [9].

Call detail records have been widely used in the study of migration, and forced displacement due to
conflict and, in particular, due to natural disasters. Lai et al. [53] derive a detailed analysis of migration
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patterns in Namibia based on 72 billion anonymized call detail records from October 2010 to April
2014, covering 87% of the Namibian population. The granularity of their analyses, where they detect
even subtle changes in seasonal migration patterns, surpasses the quality of survey and census data
by far. Bharti et al. [26] successfully use call detail records to model population dynamics during the
2010 political crisis in Côte d’Ivoire. Lu et al. [52] use call detail records to study short-term mobility
patterns during the 2013 Cyclone Mahasen in Bangladesh. They successfully track the direction and
duration of forced displacement after the storm. Bengtsson et al. [54] use call detail records to track
mobility patterns following the Haiti 2010 earthquake and subsequent cholera outbreak. Monitoring
over a hundred thousand SIM cards 42 days before and 158 days after the earthquake, they can
detect a detailed mobility pattern of citizens in and around Port-au-Prince.

However, unsurprisingly, call detail records have several drawbacks. First, data from call detail
records are only available in anonymised form and do usually not contain any further data on the
demographic of the individual. Hence, although they are micro-based data, one cannot connect them
with other microdata, nor do they allow to derive more detailed information on the demographics of
the population movement [52]. This also generates a problem if the same phone is used by multiple
users, e.g., family members, or one user owns multiple SIM cards or phones.

As the penetration rate of cell phones in some countries isn’t absolute, this also generates problems
for correcting eventual biases in the data [55]. Even though some studies claim that call detail records
reflect the general demographic of the population well, unequal access to cell phones might still, in
some cases, lead to the oversight of specific population groups who do not have access to cell phones,
like older or illiterate population segments [26, 52, 53]. In a study on cell phone users in Rwanda and
Kenya, Wesolowski et al. [56] show that the demographic of cell phone owners does not represent
the general population. Cell phone owners are more likely to be urban and male with generally higher
occupational status and more extended travel patterns. However, the publication year of the study is
2013, and the results might no longer hold to the same degree.

Secondly, the accuracy of the location data in call detail records might get compromised through
two sources: cell tower overload and a low density of cell towers in rural areas. Cell tower overload
happens when too many callers are rooted towards a cell tower. In this case, load balancing protocols
re-route users to other cell towers further away, which means that the call data record no longer
contains the nearest cell tower and hence falsifies the location of the caller [9]. A particularly vexing
situation are users who live at the border region between two cell towers. Their calls, texts, and
internet log-ins might have an equal chance to be routed via either of the two towers. These shifting
cell towers might fraudulently be interpreted as a person continually traveling back and forth or having
moved to another place [57].

Bias in call detail records can follow from a lower density of cell towers in rural areas compared to
urban areas. Hence, location data from rural areas will be systematically less precise than location
data from urban areas [26, 9].

Thirdly, the propriety of call detail records to the carrier network poses unique challenges for their
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usage. As call detail records contain sensitive customer information, mobile phone companies are
often reluctant to share the data with third parties [9], and often limit access to the data to shorter
periods, e.g., a year [26]. Privacy concerns and legal gray-zones for the sharing of the data further
contribute to the concerns [26, 9]. These problems get amplified by the fact that carrier networks
only operate within national boundaries. Tracking refugee movements across several borders then
requires negotiations with various carrier networks within and across countries [26], which strongly
impacts the scalability of the data source.

Finally, call detail records contain mobility data with high granularity. To detect true forced displace-
ment patterns after a humanitarian crises and to distinguish forced displacement from other mobility
patterns, e.g., unrelated seasonal migration, it is usually recommended to compare post-crisis data
with pre-crisis data [26].

Facebook products Unlike most other social network sites, Facebook does not make its raw data
available to third party users [9]. Instead, Facebook offers several products for commercial customers
and other third parties interested in its data. Facebook’s advertising platform targets commercial users
who want to place targeted ads on Facebook’s website. Interested users can search for specific
demographics and see aggregated statistics on the monthly number of active Facebook users who
fall into their target group [58, 6, 59]. Another initiative targeted at humanitarian organisations is
Facebook’s ‘Data for Good’ campaign, which offers several aggregated statistics and maps based on
Facebook’s raw data. The problem with all Facebook products is that Facebook only provides very
limited information on their methods and definitions. It is, for example, unclear how Facebook defines
its user’s ex-pat status [58, 6, 60].

Since Zagheni et al. [58] introduced Facebook’s advertising platform as a new Big Data source, it
has become a popular alternative data source for migration and demographic researchers, as its
free API makes the data easily accessible [58, 59]. However, scraping the Facebook Advertising
platform might, under certain conditions, violate Facebook’s terms of services (Alex Pompe, verba-
tim). Zagheni et al. introduce data from Facebook’s Advertising platform to estimate migrant stocks.
Spyratos et al. [60] use data on migration from Facebook’s advertising platform to map-out migration
flows to 119 countries of residence for two time periods. The data allows them to detail migration
flows by age, gender, and country of origin. They suggest a method to correct the bias in the Face-
book data and find that the estimates positively correlate with official statistics on migration. They
conclude that data from Facebook advertising, once corrected for biases, can be used as a cheap
and globally available real-time supplement to official migration statistics and are accurate enough to
be used in trend-analyses and early-warning purposes. Palotti et al. [59] support this finding and de-
velop a method to use Facebook’s advertising data for real-time monitoring of crises situations using
Venezuelan migrants as a case study. They conclude that despite the biases in the Facebook data
and the potential noise in the Facebook algorithm that determines a user’s country of origin, data from
the Facebook advertising platform correlate sufficiently with official statistics to be used for density
mapping in crises.
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Facebook’s advertising platform offers a cheap and easy solution to estimate migration flows and
stocks in real-time. Given the global outreach of the platform, it is easily scalable for broader analyses.
Given the limited documentation, it isn’t easy to evaluate the accuracy of the estimates; however,
several studies confirm that the numbers positively correlate with official statistics. Finally, like most
Big Data sources, the data must be seen as a biased census, following from penetration rates that
differ geographically and across socioeconomic strata [58].

Opportunities for implementing Big Data sources

Many alternative data sources could potentially supplement more traditional data sources on migra-
tion. However, all discussed Big (Crisis) Data sources suffer more or less from biases, often resulting
from unequal penetration rates. To use such data for official statistics might turn out to be problem-
atic, mainly if only a single data source is used. The suggestion is, therefore, to explore all avenues
suggested in the previous section to gain more insights into how these data sources comply with
UNHCR’s data quality standards.

Conclusion

Big (Crisis) Data offers the possibility to access timely information that is often inaccessible through
traditional data sources. As such, it can be used as a supplementary data source in predicting migra-
tion flows. However, Big (Crisis) Data does not come without problems. Low signal to noise ratios,
problems with the accuracy of the information, biases in the data, and low scalability for broader ap-
plications create challenges for the analyst. Additionally, many big data sources are challenging to
combine with traditional data sources, e.g., due to different frequencies, unstructured data sources,
or different units of measurement. The challenge lies in identifying the data sources which will add
the greatest benefit in form of better prediction numbers at the lowest cost, i.e., data sources that are
easily scalable.

Using a forced displacement system as the theoretical basis to evaluate possible contributions of
Big (Crisis) Data to predictive models of forced displacement, this overview has pinpointed several
opportunities for the usage of such data sources in the predictive modeling of refugee flows. How-
ever, the implementation of these opportunities is challenging and ongoing. Based on the outlined
opportunities, we propose two research areas:

1. Predictive models based on research question 2: what kind of events lead to forced displace-
ment under a given set of factors, where relevant Big Data sources and statistical models are
tested for their predictive quality in combination with more traditional data sources. First steps in
this direction have already been taken by UNHCR’s Innovation Team, Global Pulse, and GDS’
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Data Science team in case studies and more broader application areas. Such models will allow
for a more timely detection of relevant trigger events and push factors.

2. Secondly, the inclusion of Big Data sources, such as search queries, satellite imagery, radio
transmissions and other data sources which give early clues on large scale population move-
ments into prediction models of refugee flows. Projects like UNHCR’s Project Jetson are exam-
ples for this kind work.
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Appendix

Technical details of the literature search

In order to access the literature on the usage of Big Data sources within the context of predicting
forced displacement flows, ‘Google Scholar’ was searched for the following keywords:

• “Big Data’ + Refugees’

• ‘Refugee + ‘Population Flows’ + ‘Big Data”

• “Forced Displacement’ + Prediction + ‘Big Data”

• ‘Refugees + Prediction + ‘Big Data”

These keywords produced 32 publications in the first search. For all 32 publications a forward citation
search was conducted which produced 21 further potentially relevant publications. These 53 publi-
cations were screened and 28 were discarded as they were irrelevant to the topic. Subsequently, a
backward citation search was conducted on the remaining 25 publications which produced 78 further
potentially relevant publications. After screening the new publications, 33 were discarded due to ir-
relevance or low quality, which created a set of 70 relevant publications. Of these 70 publications 11
were relevant technical papers on Big Data sources, which leaves a final data set of 59 relevant case
studies.
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Table 1: Technical overview over different data sources, source: [9]
Data Source Access Level Costs Geo. Coverage Indicators

Mobile phones

Data 4 Development Application and re-
search proposal re-
quired

Free Senegal Unique individual
IDs, cell tower loca-
tion pings

Internet/Social media

Twitter Complete access to
historical and current
data

Free for current
streaming from API,
subject to rate limits;
historical data free
as of 2021

Global Unique individual
IDs, tweet content,
some geotagged
locations

Tumblr Complete access to
historical and current
data

Free for current
streaming from API,
subject to rate limits;
payment for historical
data

Global Unique individual
IDs, microblog con-
tent, user likes

WordPress Complete access to
historical and current
data

Free for current
streaming from API,
subject to rate limits;
payment for historical
data

Global Unique individual
IDs, blog content,
selective geotagged
location, other user
metadata

Disqus Complete access to
historical and current
data

Free for current
streaming from API,
subject to rate limits;
payment for historical
data

Global Unique individual
IDs, comment con-
tent, upvote and
downvote activity

Flickr Public API Free for current
streaming from API,
subject to rate limits

Global Photo and text in-
formation, selective
geotagged location

Instagram Public API Free for current
streaming from API,
subject to rate limits

Global Unique individual
IDs, photo and text
information, selective
geotagged location

Reddit Public API Free for current
streaming from API,
subject to rate limits

Global Unique individual
IDs, user activity,
user account prefer-
ences, site content

Google Trends Public Search Free Global Search activity, ag-
gregated trends

Yahoo! Collaborations with
Yahoo! Researchers

Not available for pur-
chase

Global

Facebook Academic Program Not available for pur-
chase

Global (no China) Geotagged location;
self-reported demo-
graphic information
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